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Abstract

The CRTM interpolates the optical properties of clouds and aerosols from look-up tables (LUTs) for use in the
scattering radiative transfer. This document details the impact of three different interpolation methodologies on
the forward, tangent-linear and adjoint components of the cloud and aerosol scattering computations. Linear,
cubic, and averaged quadratic inteprolation schemes were tested with the latter having the property of piecewise
continuity of derivatives across LUT hingepoints.
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1 Interpolation Schemes

For all of the CRTM cloud and aerosol optical property look-up table (LUT) interpolations described in this
document, four different interpolation schemes were tested:

� “old” linear interpolation

� new linear interpolation

� cubic interpolation

� averaged quadratic interpolation

The difference between the old and new linear (or 2-point) interpolation routines are only in the way the
interpolating polynomials are computed; the old scheme computed the polynomials explicitly like so,

p1(x) =
x− x2

x1 − x2

p2(x) =
x− x1

x2 − x1

whereas the new scheme used the more generic form for computing Lagrangian polynomials for any set of n + 1
points,

pj(x) =
n+1∏

k=1
k 6=j

x− xk

xj − xk
(1.1)

with n = 1. For cubic (or 4-point) interpolation, the same code was used but with n = 3. In all cases the actual
interpolating polynomial is computed using

P (x) =
n+1∑

j=1

pj(x) · yj (1.2)

The averaged quadratic scheme [1] uses a weighted average of two adjacent 3-point (i.e. n = 2) interpolating
polynomials to perform interpolation in the overlapping region,

P (x) = Wl

n+1∑

j=1

pj(x) · yj + Wr

n+2∑

j=2

pj(x) · yj (1.3)

with

Wl = 1− x− x2

x3 − x2

Wr = 1−Wl

This scheme preserves the interpolating function derivative continuity, in a piecewise fashion, across an interpo-
lation boundary (also referred to here as a hingepoint). For end-point interpolation, the averaging weights are
set accordingly to Wl = 1,Wr = 0, or Wl = 0, Wr = 1.

Comparisons between the old and new linear interpolation tests were run as a “sanity-check” only; they agreed
and are not shown here. All of the subsequent test comparisons are between the linear, cubic, and averaged
quadratic runs. Where applicable, tests were carried out for NOAA-18 HIRS/4, AMSU-A, and MHS; GOES-11
imager; DMSP-16 SSMIS; and IASI Band 1 (645-1210cm-1) although not all the results are shown here.



2 Optical Property Dependencies

2.1 Cloud Optical Properties

The cloud optical property look-up table (LUT) contains extinction coefficient (ke), single scatter albedo (w),
asymmetry factor (g), and phase function Legendre polynomial coefficient (Pi) data for six different cloud types.
These optical properties vary with repect to physical quantities such as frequency (f), effective particle radius
(Reff ), temperature (T ), and density (ρ). The data ranges for these independent variables in the current CRTM
cloud optical properties LUT is shown in table 2.1

Independent variable Range Units
Microwave frequency 1.4-190.31 GHz
Infrared frequency 102-2902 cm-1

Microwave Reff 10-1000 µm
Infrared Reff 5-100 µm
Temperature 263.16-300.0 K

Density 0.1-0.9 kg/m3

Table 2.1: The range of the independent data in the CRTM cloud optical properties LUT

Data type Dependency
Microwave frequencies, liquid phase f , Reff , T
Microwave frequencies, solid phase f , Reff , ρ
Infrared frequencies, liquid phase f , Reff

Infrared frequencies, solid phase f , Reff , ρ

Table 2.2: The dependencies for the different gross data types in the CRTM cloud optical properties
LUT

For infrared frequencies, the cloud properties are interpolated across frequencies and radii for given densities; for
microwave frequencies, the cloud properties are interpolated across frequency, radii and temperature (for liquid
water clouds only) for given densities. Thus, depending on the spectral region and cloud type, one-, two-, or
three-dimensional LUT interpolation may be performed, as shown in table 2.3

Cloud Type Infrared Microwave
Water 2-D (f, Reff ) for ρ0 2-D (f, T ) for Reff,1

Ice 2-D (f, Reff ) for ρ3 1-D (f) for Reff,1, ρ3

Rain 2-D (f, Reff ) for ρ0 3-D (f,Reff , T )
Snow 2-D (f, Reff ) for ρ1 2-D (f, Reff ) for ρ1

Graupel 2-D (f, Reff ) for ρ2 2-D (f, Reff ) for ρ2

Hail 2-D (f, Reff ) for ρ3 2-D (f, Reff ) for ρ3

Table 2.3: The type and dependency of the interpolation performed on the cloud optical properties.

2.2 Aerosol Optical Properties

Similar to the cloud optical property LUT, the aerosol optical property LUT contains ke, w, g, and Pi data
for eight different aerosol types. The data ranges for these independent variables in the current CRTM aerosol
optical properties LUT is shown in table 2.4

The aerosol data is organised differently in that different radii data are used for the different aerosol types and,
thus, two-dimensional interpolation as a function of frequency and effective radius is used for all the aerosol
types.



Independent variable Range Units
Frequency 250-3125 cm-1

Dust 0.0098 - 7.9887
Sea salt-SSAM 0.79790 - 3.7987
Sea salt-SSCM 5.7235 - 28.0934

Dry Organic carbon 0.0872 - 0.2122
Reff Wet Organic carbon 0.0872 - 0.2122

µm

Dry Black carbon 0.039 - 0.0738
Wet Black carbon 0.039 - 0.0738

Sulfate 0.2424 - 0.7929

Table 2.4: The range of the independent data in the CRTM aerosol optical properties LUT



3 Test Cloud and Aerosol Profiles

Six atmospheric profiles were used corresponding to the standard climatological profiles: Tropical, Midlatitude
Summer, Midlatitude Winter, Subarctic Summer, Subarctic Winter, and the U.S. Standard Atmosphere.

Cloud and aerosol profiles were artificially constructed with only cursory correspondence to the climatology - the
goal was simply to create a dataset that sufficiently exercises the source code. The profile shapes were built as
a function of pressure, p, using Gaussian-like functions,

x(p) =
N∑

i=1

Xi exp
[
− ln 2

(
2 · |p− p0,i|

∆pi

)n]
(3.1)

where x ≡ Reff , cloud water content, or aerosol concentration; po = the peak value layer pressure; ∆p = the
peak pressure fullwidth at half maximum; and X is the profile maximum value at po. For the effective radius
profile, n=2, and for the water content and concentration profiles, n=3. The values used in constructing the six
cloud and aerosol profiles are shown in tables 3.1 and 3.2. Plots of the cloud and aerosol profiles are shown in
figures 3.1 to 3.6

XCloud Associated p0 ∆p
Reff Water contentType Climatology (hPa) (hPa)
(µm) (kg/m2)

Water Tropical 700 100 20 5
Ice Subarctic summer 325 200 500 2

Rain U.S. Std. Atm. 800 400 1000 5
Snow Midlatitude winter 400 200 500 1

Graupel Subarctic winter 800 100 1000 3
Hail Midlatitude summer 800 200 2000 2

Table 3.1: Parameters used to construct the test cloud profiles.

XAerosol Associated p0 ∆p
Reff ConcentrationType Climatology (hPa) (hPa)
(µm) (kg/m2)

Dust Tropical 750 200 2 2.0
Sea salt (SSAM) Subarctic summer 900 400 1.5 1.0

800 200 0.15 0.06Dry organic carbon U.S. Std. Atm.
250 100 0.09 0.03
800 200 0.15 0.4Wet organic carbon Midlatitude winter
250 150 0.09 0.2

Sea salt (SSCM) Subarctic winter 1000 200 12.0 0.05
875 150 0.7 0.125

Sulfate Midlatitude summer 600 200 0.45 0.05
200 100 0.3 0.03

Table 3.2: Parameters used to construct the test aerosol profiles.



Figure 3.1: Cloud and Aerosol data for Test Profile 1. Tropical climatology used for atmosphere.
(Upper panels) Cloud profiles (a1) Cloud water content (a2) Cloud particle effective radius. (Lower
panels) Aerosol profiles (b1) Aerosol concentration (b2) Aerosol particle effective radius.



Figure 3.2: Cloud and Aerosol data for Test Profile 2. Subarctic summer used for atmosphere.
(Upper panels) Cloud profiles (a1) Cloud water content (a2) Cloud particle effective radius. (Lower
panels) Aerosol profiles (b1) Aerosol concentration (b2) Aerosol particle effective radius.



Figure 3.3: Cloud and Aerosol data for Test Profile 3. U.S. Standard Atmosphere used for atmo-
sphere. (Upper panels) Cloud profiles (a1) Cloud water content (a2) Cloud particle effective radius.
(Lower panels) Aerosol profiles (b1) Aerosol concentration (b2) Aerosol particle effective radius.



Figure 3.4: Cloud and Aerosol data for Test Profile 4. Midlatitude winter used for atmosphere.
(Upper panels) Cloud profiles (a1) Cloud water content (a2) Cloud particle effective radius. (Lower
panels) Aerosol profiles (b1) Aerosol concentration (b2) Aerosol particle effective radius.



Figure 3.5: Cloud and Aerosol data for Test Profile 5. Subarctic winter used for atmosphere. (Upper
panels) Cloud profiles (a1) Cloud water content (a2) Cloud particle effective radius. (Lower panels)
Aerosol profiles (b1) Aerosol concentration (b2) Aerosol particle effective radius.



Figure 3.6: Cloud and Aerosol data for Test Profile 6. Midlatitude summer used for atmosphere.
(Upper panels) Cloud profiles (a1) Cloud water content (a2) Cloud particle effective radius. (Lower
panels) Aerosol profiles (b1) Aerosol concentration (b2) Aerosol particle effective radius.



4 Forward Model Impact

4.1 Clouds

The brightness temperature residuals that result from using different schemes for interpolation of the cloud
optical properties for the test cloud profiles for NOAA-18 HIRS/4, NOAA-18 AMSU-A, and Band 1 of MetOp-A
IASI are shown in figures 4.1, 4.2, and 4.3 respectively.

Comparison of the clear-cloudy residuals to the interpolation residuals indicates that the latter is a small fraction
of the former, but the magnitudes of the interpolation residuals can be relatively large, e.g. HIRS/4 and IASI hail
and rain cloud cases, and AMSU-A ch.15 for most cloud cases. In addition, primarily for the infrared instruments,
the differences between interpolation schemes alone can be relatively large which suggests that the residuals are
overly influenced by anomalous interpolation due to low LUT data density. However, the interpretation of the
interpolation residuals is somewhat complicated by the fact that the cloud optical properties used in the current
CRTM version do not cover all the ranges of input data (e.g. effective radii, temperatures). This is discussed
further in section 5.1.1.

4.2 Aerosols

The brightness temperature residuals that result from different schemes for interpolation of the aerosol optical
properties for the test aerosol profiles for NOAA-18 HIRS/4 and Band 1 of MetOp-A IASI are shown in figures
4.4 and 4.5 respectively.

Compared to the cloudy interpolation residuals, the magnitudes of the same for aerosol optical properties is
negligible. This could be a result of using a too-low aerosol burden in the test profiles. Alternatively, it could
also indicate that the aerosol optical properties are either smoother in general with respect to the independent
variables, or that they are simply more effectively represented in the LUT. The similarity between the residuals
regardless of the interpolation scheme suggests the latter.



NOAA-18 HIRS/4

Figure 4.1: Cloudy brightness temperature residuals for NOAA-18 HIRS/4. (Left column) Clear
- Cloudy brightness temperature residuals. (Centre column) Cloudy calculation residuals due to
difference in interpolated cloud optical properties from linear and cubic interpolation schemes. (Right
column) Cloudy calculation residuals due to difference in interpolated cloud optical properties from
linear and averaged quadratic interpolation schemes.



NOAA-18 AMSU-A

Figure 4.2: Cloudy brightness temperature residuals for NOAA-18 AMSU-A. (Left column) Clear
- Cloudy brightness temperature residuals. (Centre column) Cloudy calculation residuals due to
difference in interpolated cloud optical properties from linear and cubic interpolation schemes. (Right
column) Cloudy calculation residuals due to difference in interpolated cloud optical properties from
linear and averaged quadratic interpolation schemes.



MetOp-A IASI (Band 1)

Figure 4.3: Cloudy brightness temperature residuals for MetOp-A IASI Band 1. (Left column) Clear
- Cloudy brightness temperature residuals. (Centre column) Cloudy calculation residuals due to
difference in interpolated cloud optical properties from linear and cubic interpolation schemes. (Right
column) Cloudy calculation residuals due to difference in interpolated cloud optical properties from
linear and averaged quadratic interpolation schemes.



NOAA-18 HIRS/4

Figure 4.4: Aerosol brightness temperature residuals for NOAA-18 HIRS/4. (Left column) Clear -
Aerosol brightness temperature residuals. (Centre column) Aerosol calculation residuals due to dif-
ference in interpolated aerosol optical properties from linear and cubic interpolation schemes. (Right
column) Aerosol calculation residuals due to difference in interpolated aerosol optical properties from
linear and averaged quadratic interpolation schemes.



MetOp-A IASI (Band 1)

Figure 4.5: Aerosol brightness temperature residuals for MetOp-A IASI Band 1. (Left column)
Clear - Aerosol brightness temperature residuals. (Centre column) Aerosol calculation residuals due
to difference in interpolated aerosol optical properties from linear and cubic interpolation schemes.
(Right column) Aerosol calculation residuals due to difference in interpolated aerosol optical prop-
erties from linear and averaged quadratic interpolation schemes.



5 Forward/Tangent-Linear Model Tests

Before discussing the results of the forward/tangent-linear model tests (FWD/TL test), a short description of
the test itself is warranted. The FWD/TL test is not a “pass-or-fail” type of test, but is performed to allow
assessment of the behaviour of the forward and tangent-linear model over a range of perturbations to the model
variables. The input variables (temperature, cloud particle effective radius, and cloud water content for the
CloudScatter test; aerosol particule effective radius and aerosol concentration for the AersosolScatter test) are
perturbed 15 times decreasing from a maximum fraction of 0.1, with each subsequent perturbation being half of
the previous one. Thus the final perturbation applied is approximately 6× 10−6.

5.1 CloudScatter Module

5.1.1 Insufficient range in LUT

Cases arise where the input cloud properties (temperature and effective radius) fall outside the range of data
covered in the cloud optical properties LUT. In the forward model case, when this happens no extrapolation is
performed - the LUT extrema values are simply returned. In the tangent-linear model case, the returned result
is always zero.

A comparison of test output for the water cloud case for AMSU-A ch.8 (55.5GHz) inspecting the variation of the
optical depth as a function of temperature is shown in figure 5.1. The cloud optical property LUT temperature
range is (currently) 263.16-300K. The layer cross-section shown in figure 5.1 is at 695hPa which, for the tropical
climatology, has a temperature of 282.14K. The ±0.1 perturbation fraction for the temperature yields 253.9K
(-0.1) and 310.3K (+0.1). Because these values are outside the LUT temperature range, the forward model
simply returns the 263.16 and 300K values for the -0.1 and +0.1 temperature perturbation respectively and that
leads to the “kinks” in the non-linear response of figure 5.1. Note that the feature occurs irrespective of the
interpolation method. The tangent-linear result is not impacted in this particular case because the tangent-linear
optical depth is not directly affected by the temperature perturbation, but only by the dependence of the mass
extinction coefficient on the temperature perturbation - which, for temperatures outside the LUT range, is zero.

NOAA-18 AMSU-A ch.8
Water cloud test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 5.1: Effect of insufficient range in the cloud optical property LUT. Comparison of forward,
non-linear (red) and tangent-linear (black) model optical depth variation with respect to temperature
at 695hPa for the NOAA-18 AMSU-A ch.8 water cloud case using (a) linear, (b) cubic, and (c)
averaged quadratic interpolation. The deviations in the non-linear response for the larger perturba-
tions is due to the input cloud temperature data extending beyond that defined in the LUT. Symbol
positions indicate the perturbation fractions at which the calculations were performed.



5.1.2 Discontinuous Derivatives

The biggest problem for the simpler polynomial interpolation schemes being tested here is the fact that the
interpolating function derivatives are discontinuous across LUT hingepoints. The effects of this appear as regular
failures of linear interpolation and occasional failures of cubic interpolation. The following documents the
character of this failures.

A comparison of test output for the snow cloud case for AMSU-A ch.8 (55.5GHz) inspecting the variation of the
optical depth as a function of effective radius at 400hPa is shown in figure 5.2. Here, linear interpolation clearly
highlights the derivative discontinuity when crossing over hinge-points in the LUT data. Inspection of the LUT
dimension vectors lists the effective radii for the microwave cases as [10, 50, 250, 500, 750, 1000] and the test
profile parameters for the snow cloud case shown in table 3.1 indicate the maximum effective radius is 500µm.
Thus, as the forward model effective radius is perturbed beyond 500µm, any subsequent linear interpolation of
the LUT data will yield discontinuous derivatives. The linear case, figure 5.2(a), shows this most clearly: as soon
as the effective radius changes from <500µm to >500µm, there is an abrupt change in the slope of the forward,
non-linear result. This effect is not apparent in the corresponding plot for the cubic interpolation case but, as is
shown later, that is due to a combination of the scale of the plot (i.e. the discontinuity is there, just not visible)
and serendipity (i.e. it just so happens that the derivatives of the interpolating polynomials are nearly equal
across the LUT hingepoint). The result using averaged quadratic interpolation, figure 5.2(c), appears similar to
that for cubic interpolation, but with slightly different response curve slopes.

NOAA-18 AMSU-A ch.8
Snow cloud test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 5.2: Effect of discontinuous derivatives in the FWD/TL test. Comparison of forward, non-
linear (red) and tangent-linear (black) model optical depth variation with respect to particle effective
radius at 400hPa for the NOAA-18 AMSU-A ch.8 snow cloud case using different interpolation
schemes. See figure 3.4 for the snow cloud water content and effective radius profiles. (a) Linear
interpolation. The abrubt change in the non-linear result slope occurs as the perturbations cross a
LUT hingepoint (see text for details). (b) Cubic interpolation of the LUT data in this case does not
lead to any noticable discontinuity. (c) Averaged quadratic interpolation preserves the derivatives
across LUT higepoints, but note the slopes are slightly different. Symbol positions indicate the
perturbation fractions at which the calculations were performed.

A similar result is obtained in the snow cloud case for HIRS/4 ch.8 (900cm-1), but in this case the difference
between cubic and averaged quadratic interpolation is more pronounced. Figure 5.3 shows the variation of the
asymmetry parameter with respect to effective radius at the 217hPa layer pressure (near the top of the snow
cloud). For the linear interpolation case, we see the characteristic abrupt change in the non-linear slope across
a LUT hinge-point, whereas for the cubic interpolation case the non-linear response is better behaved. The
averaged quadratic interpolation result is quite different from the cubic interpolation case, with a significantly
different tangent-linear slope, and a non-linear response that is more pronounced and with opposite curvature
with respect to increasing perturbations.

A comparison of test results for the rain cloud case for AMSU-A ch.15 (89GHz), inspecting the variation of the
optical depth as a function of effective radius at 918hPa, is shown in figure 5.4. This case is mentioned because



NOAA-18 HIRS/4 ch.8
Snow cloud test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 5.3: Effect of discontinuous derivatives in the FWD/TL test. Comparison of forward, non-
linear (red) and tangent-linear (black) model asymmetry parameter variation with respect to particle
effective radius at 217hPa for the NOAA-18 HIRS/4 ch.8 snow cloud case using different interpolation
schemes. See figure 3.4 for the snow cloud water content and effective radius profiles. (a) Linear
interpolation. The abrubt change in the non-linear result slope occurs as the perturbations cross a
LUT hingepoint (see text for details). (b) Cubic interpolation of the LUT data in this case does not
lead to any noticeable discontinuity. (c) Averaged quadratic interpolation preserves the derivatives
across LUT higepoints, but note the tangent-linear slope and character of the non-linar response
are quite different from the cubic interpoaltion case. Symbol positions indicate the perturbation
fractions at which the calculations were performed.

changing the interpolation scheme yields results that differ in sign: the linear interpolation scheme produces a
negative tangent-linear slope, while the cubic and averaged quadratic produce a positive slope. Similarly for the
non-linear response near zero perturbation.

All of the previous FWD/TL test output has indicated that while linear interpolation produces spurious results
in general, cubic interpolation works relatively well. However, there are many cases where simple polynomial
interpolation does not produce good results, regardless of the order. Figure 5.5 shows the FWD/TL asymmetry
parameter perturbation profiles due to effective radius perturbations for NOAA-18 HIRS/4 channel 8 water
cloud test case at 695hPa. As the effective radius increases beyond a hinge-point, the linear interpolation case
(figure 5.5(a)) shows the characteristic abrubt change in the non-linear response. However, it also occurs for the
cubic interpolation case (figure 5.5(b)). Because the averaged quadratic interpolation scheme preserves derivative
values across LUT hingepoint, the non-linear response is well-behaved about the hinge-point. Note also that the
slope in the averaged quadratic case has the same sign as the linear case, and opposite to the cubic case.

Closer inspection of the actual LUT data indicates why the cubic interpolation scheme performs so poorly with
respect to the non-linear response in this case: the data are distributed in such a fashion as to produce large dis-
continuities in the derivatives across an interpolation higepoint. Figure 5.6(a) shows the water cloud asymmetry
parameter LUT data plotted as a function of effective radius for 898cm-1 (approximately the central frequency of
HIRS channel 8) with the cubic and averaged quadratic interpolates superimposed. For the perturbation shown
in figure 5.5, the effective radius varies from about 18 to 22µm, with the zero perturbation value for the selected
pressure layer being around 18.5µm. Returning to figure 5.6(a), as the effective radius passes the hinge-point at
20µm (labeled point #3), the cubic interpolation switches from the red curve to the green curve, which have very
different slopes close to the 20µm hingepoint, leading to the corresponding change in the non-linear response
seen in figure 5.5. For averaged quadratic interpolation, crossing the 20µm hingepoint changes the interpolation
from the cyan to the magenta curve which by definition have the same slope at the hingepoint. This is clearly
shown in figure 5.6(b) where the derivative of the cubic polynomial interpolates are clearly very different at
20µm, whereas those for the averaged quadratic interpolates are piecewise continuous.

A series of tests were performed to see if transforming the variables that are interpolated would make a different in
this particular case. Both the dependent and independent variables were transformed individually and together.
The dependent variable transforms [2] used were,



NOAA-18 AMSU-A ch.15
Rain cloud test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 5.4: Impact of interpolation scheme on response slope. Comparison of forward, non-linear
(red) and tangent-linear (black) model optical depth variation with respect to particle effective radius
at 918hPa for the NOAA-18 AMSU-A ch.15 rain cloud case using different interpolation schemes.
See figure 3.3 for the rain cloud water content and effective radius profiles. (a) Linear interpolation.
Tangent-linear response, and non-linear response as δx → ±0, have negative slope. (b) Cubic
interpolation. Tangent-linear and non-linear response now have a positive slope. (c) Averaged
quadratic interpolation produces a result similar to that using cubic interpolation but with a slightly
different slope. Symbol positions indicate the perturbation fractions at which the calculations were
performed.

NOAA-18 HIRS/4 ch.8
Water cloud test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 5.5: Demonstration that cubic interpolation also suffers from the discontinuous derivative
problem. Comparison of forward, non-linear (red) and tangent-linear (black) model asymmetry
parameter variation with respect to particle effective radius for the NOAA-18 HIRS/4 ch.8 water
cloud case using different interpolation schemes. See figure 3.1 for the water cloud water content
and effective radius profiles. (a) Linear interpolation. The abrubt change in the non-linear result slope
occurs as the perturbations cross a LUT hingepoint. (b) Cubic interpolation also exhibits the abrupt
change in the non-linear response across a LUT hingepoint. (c) Averaged quadratic interpolation
preserves derivatives across LUT hingepoints so the non-linear response is well-behaved. Note the
change in the sign of the response curve slopes for the different interpolation schemes. Symbol
positions indicate the perturbation fractions at which the calculations were performed.



Figure 5.6: Comparison of interpolation schemes across a cloud optical properties LUT hingepoint.
(a) The asymmetry factor is interpolated as a function of effective radius for a single infrared fre-
quency, 898cm-1. The interpolation is being performed in the specified range of effective radii about
the 20µm radius hingepoint. (b) The derivatives of the cubic and averaged quadratic interpolation
schemes shown in (a). The derivatives of the adjacent cubic polynomials are very different (i.e.
discontinuous) at the LUT hingepoint (Reff = 20µm), whereas those for the averaged quadratic
interpolation are piecewise continuous.



y =
2g − 1√

1− (2g − 1)2

g =
1
2

+
y

2
√

1 + y2

(5.1)

and the independent variable transform [2] used was simply,

x =
1
r

(5.2)

Transforming just the asymmetry parameter before interpolating produced a result similar to that for no trans-
formation except that the magnitude of the excursions in the points 1-4 higher order interpolations were slightly
reduced from that of figure 5.6.

Transforming the independent variable prior to interpolation produced a slightly better result as seen in figure
5.7(a). The point 1-4 cubic interpolation curve provides a qualitatively better representation of the LUT data
although the difference between it and the point 2-5 interpolation curve is still evident. The excursion now seen
for the point 2-5 interpolation curve between points 2 and 3 is never used for interpolation, but its appearance
does highlight the potential for poor interpolates due to low LUT data density. The interpolate derivatives,
shown in figure 5.7(b), behave similarly to the untransformed case.

Transforming both the dependent and independent variables prior to interpolation produced results similar to
that for just the independent variable transform shown in figure 5.7(a) but with a larger excursion for the points
2-5 interpolation curve between points 2 and 3.

None of the results for the interpolations shown in figures 5.6(a) or 5.7(a) are particularly satisfactory. It is clear
that better representation of the cloud optical properties is needed by increasing the LUT data density.

5.2 AerosolScatter Module

5.2.1 Insufficient range in LUT

As with the CloudScatter tests described in section 5.1.1, the AerosolScatter LUT interpolation produces similar
results when the input data lies outside the range of the LUT data. Figure 5.8 shows the impact of this effect for
single scatter albedo as a function of effective radius for NOAA-18 HIRS/4 ch.8 for the sea salt (SSAM) aerosol
test case. Comparison with figure 5.1 shows the same characteristic discontinuity.

5.2.2 Discontinous derivatives and discretised LUT data

As with the CloudScatter tests described in section 5.1.2, the use of a simple polynomial interpolating function
does not preserve the continuity of derivatives across LUT hingepoints. This effect is exacerbated in the aerosol
optical property interpolation by discretisation of the data. Figure 5.9 shows the impact of this effect for the
asymmetry factor as a function of effective radius for NOAA-18 HIRS/4 ch.8 for the sea salt (SSCM) aerosol
test case. Note that the typical abrupt change is seen in the reponse plots, but the position where it occurs
changes with the interpolation method used, and the non-linear response is quite poor in general for the entire
range of perturbations; something that was not seen in the CloudScatter interpolations. For the CloudScatter
case we saw the data in question was not represented at a high enough data density for interpolation to perform
well; in this case, it appears the slight discretisation of the LUT data along the y-axis coupled with the irregular
spacing in the x-axis is the cause of poor non-linear response for this case, as shown in figure 5.10. Figure 5.10(b)
shows the significant difference between the interpolating functions either side of a LUT hingepoint (in this case
∼11.41µm.)



Figure 5.7: Comparison of interpolation schemes across a cloud optical properties LUT hingepoint
when the independent variable is transformed according to eqn.5.2. Compare with figure 5.6.



NOAA-18 HIRS/4 ch.8
Sea Salt (SSAM) test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 5.8: Effect of insufficient range in the aerosol optical property LUT. Comparison of forward,
non-linear (red) and tangent-linear (black) model single scatter albedo variation with respect to
effective radius at 718hPa for the NOAA-18 HIRS/4 ch.8 sea salt (SSAM) case using (a) linear, (b)
cubic, and (c) averaged quadratic interpolation. The deviations in the non-linear response for the
larger perturbations is due to the input aerosol effective radius data extending beyond that defined
in the LUT. Symbol positions indicate the perturbation fractions at which the calculations were
performed. See figure 3.2 for the sea salt (SSAM) aerosol concentration and effective radius profiles.

NOAA-18 HIRS/4 ch.8
Sea Salt (SSCM) test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 5.9: Effect of discretised data when interpolating LUT aerosol optical property data. Com-
parison of forward, non-linear (red) and tangent-linear (black) model asymmetry parameter variation
with respect to effective radius at 972hPa for the NOAA-18 HIRS/4 ch.8 sea salt (SSAM) case
using (a) linear, (b) cubic, and (c) averaged quadratic interpolation. Symbol positions indicate
the perturbation fractions at which the calculations were performed. See figure 3.5 for the sea salt
(SSCM) aerosol concentration and effective radius profiles.



Figure 5.10: Comparison of interpolation across a aerosol optical property LUT hingepoint where
the data is partially discretised. (a) The sea salt (SSCM) asymmetry factor as a function of effective
radius for a single infrared frequency of 900cm-1. (b) Zoom of a portion of the plot in (a) showing
the respective interpolation curves for interpolation being performed about the ∼11.4µm radius
hingepoint. The character of the cubic interpolating function generated using points 1-4 (red curve)
is different from that generated using points 2-5 (green curve). The averaged quadratic interpolations
are more well behaved about the LUT hingepoint.



6 Tangent-Linear/Adjoint Model Tests

The tangent-linear/adjoint (TL/AD) test is a simpler one than the FWD/TL test. In this test both the Cloud-
Scatter and AerosolScatter tangent-linear and adjoint models are run with successive inputs given a value of 1.0.
The subsequent TL output and transpose of the AD output should agree to within numerical precision. This
should be true regardless of the LUT interpolation scheme used, and it was found to be so. The results shown
here are simply an additional documentation of the difference between the adjoint model outputs that are due
to the interpolation method.

6.1 CloudScatter Module

Using the snow cloud case for AMSU-A ch.8 again, the differences between the three interpolation methods in
the adjoint model is shown in figure 6.1. The Jacobian profile for the linear interpolation case, figure 6.1(a), is
significantly different in shape and magnitude compared to either the cubic or averaged quadratic interpolation
results. The differences between the cubic and averaged quadratic interpolation results are more subtle with the
latter having a slightly larger peak value than the former.

NOAA-18 AMSU-A ch.8
Snow cloud test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 6.1: Comparison of the tangent-linear (black) and adjoint (red) model optical depth variation
with respect to effective radius profile for the NOAA-18 AMSU-A ch.8 snow cloud case using (a)
linear, (b) cubic, and (c) averaged quadratic interpolation. See figure 3.4 for the snow cloud water
content and effective radius profiles.

A similar comparison for the rain cloud case for AMSU-A channel 15 is shown in figure 6.2. In this example, the
case of figure 6.2(a) clearly shows the shortcomings of using linear interpolation with the current cloud optical
property LUT data. Comparison of the cubic and averaged quadratic interpolation results of figure 6.2(b) and
(c) respectively again shows subtle, but noticeable, differences in both the Jacobian shape and peak magnitudes.

6.2 AerosolScatter Module

The NOAA-18 HIRS/4 sea salt (SSAM) test case discussed in the FWD/TL section, as well as a dust aerosol
case, are shown here. The results for single scatter albedo and asymmetry parameter Jacobian profiles for the
three interpolation schemes are shown in figures 6.3 and 6.4 for the sea salt (SSAM) and dust aerosol cases
respectively. The differences between the results due to the interpolation is not as marked for the aerosol cases
as for the cloud cases - probably due to a combination of a smaller radiometric effect in general for aerosols, and
a higher LUT data density that tends to minimise interpolation errors.



NOAA-18 AMSU-A ch.15
Rain cloud test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 6.2: Comparison of the tangent-linear (black) and adjoint (red) model single scatter albedo
variation with respect to effective radius profile for the NOAA-18 AMSU-A ch.15 rain cloud case
using (a) linear, (b) cubic, and (c) averaged quadratic interpolation. See figure 3.3 for the rain
cloud water content and effective radius profiles.

NOAA-18 HIRS/4
Sea salt (SSAM) test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 6.3: Comparison of the tangent-linear (black) and adjoint (red) model single scatter albedo
variation with respect to effective radius profile for the NOAA-18 HIRS/4 ch.8 sea salt (SSAM)
aerosol case using (a) linear, (b) cubic, and (c) averaged quadratic interpolation. See figure 3.2 for
the sea salt (SSAM) aerosol concentration and effective radius profiles.

NOAA-18 HIRS/4
Dust test case

(a) (b) (c)
Linear Cubic Averaged Quadratic

Figure 6.4: Comparison of the tangent-linear (black) and adjoint (red) model asymmetry parameter
variation with respect to effective radius profile for the NOAA-18 HIRS/4 ch.8 dust aerosol case
using (a) linear, (b) cubic, and (c) averaged quadratic interpolation. See figure 3.1 for the dust
aerosol concentration and effective radius profiles.



7 Conclusions

While not a new observation, it is quite clear that the use of a simple polynomial for interpolation is not sufficient
when comparing forward, tangent-linear, and adjoint model output. An interpolation scheme that preserves the
continuity of derivatives across interpolation hingepoints, such as the averaged quadratic scheme discussed in
this document, is required to ensure the adjoint model output of the CloudScatter and AerosolScatter modules
of the CRTM are useful in the context of data assimilation. It is more than likely that the impact of the LUT
interpolation schemes on the cloud and aerosol property Jacobians will not be large (if detactable at all), but
the CRTM uses these interpolating procedures in several other modules (e.g. surface emissivity LUTs) so doing
it correctly affects more than just the scattering codes in the CRTM.

In addition, the construction of the LUT data needs to be done more carefully. Insufficient data ranges for
the parameters in question (e.g. effective radii, cloud temperatures) are more likely to be an issue even if
the interpolation was perfect. Also, ensuring the LUT data are well represented in both the independent and
dependent data directions is necessary to prevent spurious excursions in the interpolated data.
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